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Intel technologies’ features and benefits depend on system configuration and may require enabled hardware, software or service activation. Performance varies depending on
system configuration.

No product or component can be absolutely secure.

Tests document performance of components on a particular test, in specific systems. Differences in hardware, software, or configuration will affect actual performance. For
more complete information about performance and benchmark results, visit http://www.intel.com/benchmarks.

Software and workloads used in performance tests may have been optimized for performance only on Intel microprocessors. Performance tests, such as SYSmark and
MobileMark, are measured using specific computer systems, components, software, operations and functions. Any change to any of those factors may cause the results to vary.
You should consult other information and performance tests to assist you in fully evaluating your contemplated purchases, including the performance of that product when
combined with other products. For more complete information visit http://www.intel.com/benchmarks.

Intel Advanced Vector Extensions (Intel AVX) provides higher throughput to certain processor operations. Due to varying processor power characteristics, utilizing AVX
instructions may cause a) some parts to operate at less than the rated frequency and b) some parts with Intel® Turbo Boost Technology 2.0 to not achieve any or maximum
turbo frequencies. Performance varies depending on hardware, software, and system configuration and you can learn more at http://www.intel.com/go/turbo.

Intel's compilers may or may not optimize to the same degree for non-Intel microprocessors for optimizations that are not unique to Intel microprocessors. These
optimizations include SSE2, SSE3, and SSSE3 instruction sets and other optimizations. Intel does not guarantee the availability, functionality, or effectiveness of any
optimization on microprocessors not manufactured by Intel. Microprocessor-dependent optimizations in this product are intended for use with Intel microprocessors. Certain
optimizations not specific to Intel microarchitecture are reserved for Intel microprocessors. Please refer to the applicable product User and Reference Guides for more
information regarding the specific instruction sets covered by this notice.

Cost reduction scenarios described are intended as examples of how a given Intel-based product, in the specified circumstances and configurations, may affect future costs
and provide cost savings. Circumstances will vary. Intel does not guarantee any costs or cost reduction.

Intel does not control or audit third-party benchmark data or the web sites referenced in this document. You should visit the referenced web site and confirm whether
referenced data are accurate.

© Intel Corporation. Intel, the Intel logo, and other Intel marks are trademarks of Intel Corporation or its subsidiaries. Other names and brands may be claimed as the property
of others.
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Converged Edge Reference Architecture
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______ CommonMotherBoard ______

1S Intel® Xeon® D 1S 2nd |ntel® Xeon® or Intel®
Processor Xeon® Scalable Processor
* 64 GB RAM across 4x * 96 GB RAM across 6x memory
memory channels channels Wall-mount server 1U, 19" Rack-mount server
- 4x 10GbE plus = 4x GbE . 2x 10GbE (<300 mm wide) (<450 mm wide)
. 2% SSD . 2% SSD Indoor, wall or shelf Indoor IT Rack

USB ports + VGA/HDMI port
2x PCle FH,3L with x16

USB ports + VGA/HDMI port
2x PCle FH,3L with x16

: - T
Available Form Factors Available Form Factors
=3 =" Pole-mount server for Intel® AVX-512 for enabling
Intel® Xeon® D Processor 4Gand 5G RAN. RAN require
(<350 mm wide) aminof 16¢c CPU
Rack-mount Wall-mount Pole-mount Rack-mount  Wall-mount configuration
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Open Network Edge Services Software

ST aN=l Ldgenode

APls Edge Native App Public Cloud App
B Other APIs . Controller Agent
Edge App Agent,:Edge Auth Agent dge Lifecycle Agent :
irecy
“““....'.........‘ OpenNESS Edge Platform .”[:Zfi.gevlr:cuallza:cton Ag?nt Op?;')’:frsosueEgge .

: : . L : Edge Virtualization Agent
OS, Container/VM Runtime s eees e« Resource Provisioning, .
* EPA Config

Commercial Infrastructure
Orchestrators

Hardware: CPU, FPGA, Accelerators, NIC

# Local Breakout

Application Server

(eg. hybrid cloud)
Core Network

D@‘.""".................OOOOO.
D@’.....................“““

wiFi Cellular
AP  Base
Station
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Dataplane Traffic

BIOSIFW I

OpenNESS Edge Node*

Inte‘ace

service

SGW-U <> PGW-U

containers

| gatewa

OVN/OMS -DPDK
(kube=ovn)

e | pow-C. saw-c[ "G

OpenNESS Enhanced - Kubernetes

OpenNESS Controller
{ Microservices

CNCAGI
(4G CUPS

Jaobs Topglogy
deployment manager

Management Traffic

Dataplane Traffic

CNCA

HTTPs/REST

*OpenNESS Edge Node can be deployed on Network Edge or On-Premise Edge
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OpenNESST{#ARSS:
Node Feature Discovery (NFD)

NFD&ZEPA(Enhanced Platform O AR Master
Awareness)4HH4RI—88 %5 : POD Label

EEIDEE:

- NFDFBZTRIBENBEANIEZE

- MARRAPPERZEIRMMIL ST R L, LUEEN
1B 45KPI

Hiths =E:

NODE 1

NFD

NGINX :
Discovery

Application POD
NGINX POD
Label

CDN D
- WMEZENFD, wERINAREREREREFE Application Dlslé:g\é)ery
- FELIEMBEXBRSR Unique HW capability examples:
BT AT T BB R B, 3 reR ey Feormance
MIEAHSRFEHFRENEREDTE, L
iz AEFRI TN A EIR1E.
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OpenNESSTHIARSS: NUMA Topology Manager

TMREEPAAHR—EBAD:

FEIDRE:

FEFENUMATI =, MROGEREEI—1
socket L :

o TMTIBARSS 0] DAREE W <& 2 B
socket

o THEZREETSNG XTI REBURR AV DN F
ERRERERI S EMsocket £, HER
Nt = FIEREREEK,

Hiths %:
m/}_ \EETIEIL,\ ' Eﬁﬂ'l‘iﬁg?ﬂ%

SmHEREBNUMARIR, "Ik
4 EESN LA N HIERRIERE
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Node without Topology Manager

I ‘ Memory 1 \ ‘ Memory 2 \
| I

Card

Node with Topology Manager

LY \

Card

| App

Socket 1 Socket p.

NUMA: E—HAFiRia

Not NUMA Aware

Application may be
deployedto the wrong
socket leading to
performance degradation

NUMA Aware

Application always
deployed on the socket
with the desired
resources for
deterministic & reliable
performance
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OpenNESST#ARS5: Telemetry Aware Scheduler

TASEEPAHHH—EBH:

EEIIHE: K8S Master

1. TASWEEE N FE StelemetryZiELSMaster |_Prometheus ]

2. master ENAERSMILE T MROMERE, HHAVSHE/E » [T ]
BIIERERERENA:

3. Bl AIFHAARCDONA — MRS BHE TSN

ORI F DR B R . :
« LocAHF AR ESBRMERIEETNHIERTEH, collectd collecth
- {FRAFRXBETASHTelemetry, K8s Masterd] DANIER IntelRDT PHU, IPMIang
s N N NN N —_ nSur nologi unSure T i
B B AR e A B BRI I I TIE 2, e ==
o RBIRMERIR T EIERIEAN BEERZEE Loc Master —

B &= o8 A ,Efﬂu =7\ Prometh Cust Scheduler
, TXIE A RIGRIRI S dapter || Metric API Extender Topology of a Kubernetes

Node 1 1 Node?2

Hftip =%: RN system integrated with
. TS O e 2 S A= Telemetry Aware

ﬁw‘ﬁﬂltelemetryﬁﬁi, TS EIRBUR IR ANE &S B Scheduling

DEEFRT RIE B SERTEE NODE 1

BB 5T RtelemetryiEin, (EIRSSIRHLREEEISSE

EEFRMUNITEAHGE, MERISEEERE
HMSRMESRE,
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All-in-Onel—1MESZERER L 5
Workloads: RAN, CUPs/UPF, IOT, SD-WAN, Edge Services

CORE/EPC
Control Plane

eNB/gNB EPC Data Plane ; , ,
VNF | CNF VNF | CNF Container Container/VM VM Container/VM
FlexRAN

DU CORE/EPC OpenNESS

OpenVino
. Edge Node Other Apps
FlexRAN P-GW /URF Microservices App
Ccu

Operator
Controller

SD-WAN
controller

Enterprise
Cloud Server

OpenNESS App

Orchestrator

OpenNESS Data Plane Microservice

Cent OSRT

Front Haul I/O Additional Ethernet , OpenCL Other
10Gbps connectivity N FPGA Acceleration

Back Haul I/O
Acceleration

Connectivity 10Gbps

llle

(((«A))))): Eth/IP Additional IP only -I- -

connectivity options

>

>

9 «— Public

3 Single NIC Interface Cloud
= for all backhaul
RRH ﬁ. |§' 1 connectivity options
Wifi Access Point
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HEFCERAESR, FHEHTUEXMEHESRS

sq2E8TW sExE Z£& CDN, DSS

Fault Detection Apps Traffic Monitoring Apps Customer Hotspot Apps
Predictive Maintenance Apps Pedestrian Detection Apps POS Apps
Edge Insights Software Near Miss/Collision Detection Apps Traffic Flow Analysis Apps

NETWORKING, Al, MEDIA AND EDGE SERVICES

(Intel® Xeon® D & Intel® Xeon® Scalable Platforms)

LTE, 5G, RAT, VNF/CNF @

CERA —— ‘. -

| = UNFJONF ©penVIN® Cloud Connectors (D
On-Premise | =

AT
SD-WAN, NW Security/Analytics OpenNESS '
VNF/CNF Edge Micro Services & Data Plane

Base Enabling Software (OS, Hypervisor, DPDK)
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WiFi AP

Continuous Image Processing

ol

758.94MB
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“»
Public Cloud

Converged Access
Edge Server

( m e A e, |
E:l? Private Cloud
v ap ]

Video Analytics and 5G enabled AGV use cases
for the factory floor.

Friendly, simple, easy to use and maintain, run
IT/OT Apps and services. Increase operational
efficiency and factory floor insight with Al.

Cloud native CERA architecture supporting
convergence of 5G CU/DU, 5G UPF, OpenNESS,
OpenVINO on Intel Xeon based platform.

Intel is working closely with Foxconn in
developing 4G and 5G private wireless and MEC
solutions based on CERA. Solution is in trial now.
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Retail Site 1 Headquarters

_____________________________

Smart branch networking solution combined with
Controller artificial intelligence (Al) to drive advanced smart

OpenNESS
Controller

Workload convergence

across IT, OT & NT * check out and facial recognition applications.

Retail Apps

Build up a stable, easy to scale IT. Friendly, simple,
easy to use and maintain IT systems that do not
require dedicated IT team in each shop.

OpenVINO

OpenVINO
Package

SIRWAN
Controller

5G UPF

OpenNESS
Micro Services

Cloud native CERA architecture supporting

g convergence of 5G UPF, OpenNESS, OpenVINO, SD-
WAN on Intel Xeon based platform.

Firewall
SD-WAN
A

ntel® Xeon®/Xeon®-D
powered uCPE

____________________________ QNAP and Intel closely collaborated in developing
the uCPE platform for Retail Office. Solution has
completed trial and RFP Ready Kit (RRK) created via
Intel's market scale program is available now.

Intel® Xeon® /Xeon®-D
powered uCPE

Retail Site 2 | Cera Platform
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Senses Traffie
—

VIDEO
DETECTION
Cantroller
Manages LTE / 56

_signals RADIO ACCESS

OPTIMIZES
SCHEDULE

Sends
Commands
To Controller

Adaptive traffic control is the future of mobility
Smart Intersections leverages Al, Edge Compute, Networking to improve city mobility

ETCERASERM, WESGIIZNE
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Smart Traffic Management & Advanced Roadside
Infrastructure.

In order to support the growing traffic and urban
mobility needs, traffic management is leveraging Al to
optimize the lights and traffic flow. This workload
convergence hence with better TCO, less complex
edge nodes, and ability to scale the solutions based
on demand.

Moving from individual/purpose built boxes into a
foundational edge compute node that can service
various functions: traffic controller, tolling, video
analytics, V2X, sensor fusion, MEC, 5G etc..

Intel is enabling ITS Traffic Management OEM
partners leveraging outdoor edge solutions from
SuperMicro and other Intel ODM partners for
converging WLs (video analytics/V2X/MEC focus).
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